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[1] The effects of climate change on ozone and PM, 5 concentrations over the eastern
United States were investigated using the Global-Regional Coupled Air Pollution
modeling System (GRE-CAPS). GRE-CAPS consists of the Goddard Institute for Space
Studies (GISS) II’ general circulation model with aerosol processes and ozone chemistry,
the fifth-generation PSU/NCAR mesoscale model (MMS5) regional meteorological
model, and the Comprehensive Air Quality Model with Extensions (CAMx) with aerosol
(PM) processes developed at Carnegie Mellon University (PMCAMX) regional chemical
transport model. A set of five present-day Januaries and six present-day Julys was
simulated using GRE-CAPS. The present-day model predictions (2000s) were compared
to model predictions for a set of five future Januaries and Julys. The future time period
investigated was the 2050s, using the Intergovernmental Panel on Climate Change A2
scenario. U.S. emissions of biogenic and anthropogenic precursors were held constant so
that the effects of climate change alone could be calculated. Climate change led to a
decrease in U.S. land cell average January PM, s concentrations of 0.3 pg m > and an
increase of July PM, s of 2.5 ug m . The changes in PM in the Northeast were of the
opposite sign of the domain-wide averages. The response in January was due largely to
increased precipitation, while the response in July was due primarily to decreased
ventilation, as indicated by decreases in mixing height and wind speed, with increases in
sulfate being the largest response by a single species. The U.S. land cell average change in
July daily maximum 8-h ozone concentration was +1.7 ppb, though the increases in
cities in the Southeast were up to 15 ppb. In spite of the large differences in ozone in many
areas, the changes in ozone concentration were not statistically significant over most of the
domain because of large interannual variability. In separate simulations to test the
sensitivity of ozone concentrations to biogenic emissions, a 25% increase in biogenic U.S.

volatile organic compound emissions led to an additional increase in land cell average
ozone of 0.7 ppb, though the increased ozone resulting from increased biogenics was

largely statistically insignificant.

Citation: Dawson, J. P., P. N. Racherla, B. H. Lynn, P. J. Adams, and S. N. Pandis (2009), Impacts of climate change on regional and
urban air quality in the eastern United States: Role of meteorology, J. Geophys. Res., 114, D05308, doi:10.1029/2008JD009849.

1. Introduction

[2] High concentrations of ozone (O;) and particulate
matter (PM) are two persistent problems that affect air
quality. Ozone and PM have been shown to have effects
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on human health [Bernard et al., 2001; Levy et al., 2001;
Schwartz et al., 1996] and on climate [Intergovernmental
Panel on Climate Change (IPCC), 2001]. PM also impacts
visibility, while ozone causes crop damage [Heck et al.,
1982].

[3] Previous work has shown that concentrations of
ozone and PM are sensitive to changes in meteorology.
Modeling studies [Baertsch-Ritter et al., 2004; Dawson et
al., 2007a, 2007b] have examined these sensitivities to a
suite of meteorological variables. Ozone concentrations are
rather sensitive to temperature, humidity, wind speed, and
mixing height, while PM concentrations are sensitive to the
same meteorological variables plus precipitation. Changes
in climate over the next century are expected to result in
changes in many or all of these meteorological parameters,
which could have important impacts on air quality.
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[4] To investigate the effects of global climate change on
regional and urban air quality in the eastern United States,
the Global-Regional Coupled Air Pollution modeling Sys-
tem (GRE-CAPS) was developed [Dawson et al., 2008].
GRE-CAPS links the Goddard Institute for Space Studies
(GISS) I’ GCM with aerosol processes and ozone chemis-
try (GISS I’ is a chemistry-climate model, CCM) [Hansen
et al., 1983; Mickley et al., 1999; Adams et al., 1999; Liao
et al., 2003], the fifth-generation PSU/NCAR mesoscale
model (MMS5) regional meteorological model [Grell et al.,
1994], and the Comprehensive Air Quality Model with
Extensions (CAMx) with aerosol (PM) processes developed
at Carnegie Mellon University (PMCAMX) regional CTM
[Gaydos et al., 2007; Karydis et al., 2007]. The GRE-CAPS
system was shown to reproduce present-day ozone and
PM, 5 concentrations (total and individual species) with
similar accuracy to that of the standard configuration of
PMCAMXx (driven by assimilated meteorology), in spite of
the use of GCM-generated meteorology in GRE-CAPS
[Dawson et al., 2008].

[5s] Other researchers have used similar modeling systems
to examine the effects of global change on regional air
quality. Hogrefe et al. [2004a, 2004b] used meteorology
generated by the GISS GCM [Russell et al., 1995] and
downscaled by MM5 to simulate present-day and future
climates in a regional CTM (CMAQ) [Byun and Ching,
1999]. The purpose of the work of Hogrefe et al. [2004a,
2004b] was to simulate present-day and future ozone con-
centrations over the eastern USA, using the /PCC [2000]
A2 scenario for the future. This modeling system predicted
an increase in summertime daily maximum 8-h average
(MDAS) O; in the 2050s compared to the present-day
values of 4.2 ppb due to climate change and changes in
climate-sensitive biogenic emissions [Hogrefe et al.,
2004b]. That work concluded that changes in climate alone
could have an appreciable effect on future ozone concen-
trations. Tagaris et al. [2007] also used downscaled mete-
orology to simulate ozone and PM, 5 over the United States
in the present day and in 2050, using the IPCC AlB
scenario for the future. They predicted a rather small impact
of climate on pollutant concentrations, with predicted emis-
sions changes having a much larger impact. The effects of
climate alone on air quality included a small change in
ozone concentrations in the summer and decreases in
summer PM, s due to increased precipitation. The differ-
ences in predicted effects of climate among various studies
are likely due to differences in chosen scenarios and
predicted meteorological changes.

[6] Additional work has focused on predicting the effects
of climate change on air quality using global-scale models
with no downscaling. Racherla and Adams [2006] and
Murazaki and Hess [2006] predicted increases in ozone
over the eastern United States for the A2 and Al scenarios
respectively. Racherla and Adams [2006] also linked
changes in global PM concentrations largely to changes in
precipitation; they calculated an increase in PM in June and
July due to decreased precipitation.

[7] The discrepancies among model predictions indicate
that there is still significant uncertainty in the expected effect
of climate on ozone concentrations. The effect of climate on
PM concentrations is even more uncertain than the effect on
ozone concentrations. This work provides an estimate for
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the changes in PM, 5 and revisits the predicted changes in
ozone. The GRE-CAPS system [Dawson et al., 2008] is
used to simulate the present-day and the 2050s climates and
examine the effect of changes in climate on ozone and
PM, 5 concentrations. GRE-CAPS has shown improved
present-day model performance compared to other coupled
modeling systems (i.e., smaller biases in O3 and PM; s
predictions) [Dawson et al., 2008].

2. Methods

[8] The model-predicted present-day ozone and PM, s
concentrations were compared to model-predicted future
concentrations using the GRE-CAPS modeling system.
The same six Julys and five Januaries simulated by Dawson
et al. [2008] were used to represent the present day in this
comparison. The future global meteorology was generated
by the GISS II' GCM and was based on the /PCC [2000]
A2 scenario for the 2050s [Racherla and Adams, 2006].
Previous studies, such as that of Cess et al. [1990], have put
the GISS GCM II’ at the higher end of GCM-predicted
climate sensitivities. Much of the IPCC interscenario diver-
gence in climate occurs after 2050, so this model-predicted
future climate can be thought of as an estimate for other
scenarios (such as the B1 scenario) as well.

[v] The GRE-CAPS system, described more fully by
Dawson et al. [2008], consists of three component models:
the GISS II’ GCM with online chemistry, the MMS5 regional
meteorological model [Grell et al., 1994], and the
PMCAMXx regional CTM [Gaydos et al., 2007; Karydis et
al., 2007]. Climate and chemical concentration fields were
generated for present-day and 2050s conditions at the global
scale, 4° x 5° by GISS II'. The GCM was run using
present-day anthropogenic emissions and climate-sensitive
biogenic emissions. Both the present and future climate
predictions in the GCM were driven by ocean boundary
conditions as described by Racherla and Adams [2006] The
meteorology generated by GISS II’ was downscaled by
providing boundary conditions, updated every 4 h, to MM5,
which was run, without periodic reinitialization, at a spatial
scale of 100 km x 100 km over the entire United States and
a nested grid of 36 km x 36 km over the eastern United
States. This downscaled meteorology was used in a
PMCAMx simulation, using the CB-IV gas phase mecha-
nism [Gery et al., 1989] and the aerosol modules summa-
rized by Gaydos et al. [2007], at 36 km x 36 km, over the
eastern United States. The emissions inventory used was the
Midwest Regional Planning Organization’s Base E inven-
tory [Lake Michigan Air Directors Consortium, 2003],
including BIOME3 biogenics [Wilkinson and Janssen,
2001]. All emissions, including biogenics, were for July
2001 or January 2002 (except in section 3.4, in which
biogenic emissions were increased by 25%). The chemical
concentrations predicted by the GCM around the outside of
the PMCAMx modeling domain were used as boundary
conditions, updated every 4 h. This coupled modeling
system was evaluated by Dawson et al. [2008]; GRE-CAPS
was found to have biases and errors similar to those of
standard PMCAMX, in spite of GRE-CAPS’s use of GCM-
generated, nonassimilated meteorology. The future climate
was represented by five Julys and Januaries in GRE-CAPS.
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Table 1. Regional Changes (Future — Present) in Model-
Predicted Meteorological Parameters®

Plains  Midwest Northeast TX/OK Southeast
January
Surface T -03K +0.7K +19K -25K -03K
Column average T -04K 00K +1.6 K -09K +04K
Precipitation +85% +63% +73% 2% +26%
Surface wind speed +11% +7% -7% —8% -2%
Surface absolute —1% +3% +11% -8% +1%
humidity
Mixing height +5% +23% +4% -22%  +3%
July
Surface T +1.1 K +12K +1.0K -04K +09K
Column average T +14K +18K +1.0K +0.6K +23K
Precipitation +22% +13% —40% —26% +88%
Surface wind speed —3% —13% -14%  -27% —19%
Surface absolute +14% +13% —1% +21% +31%
humidity
Mixing height -10%  —16% —4% —36% —38%

“Changes in italics were marginally statistically significant, with ¢ test p
values between 0.10 and 0.05. Other changes were not statistically
significant.

The present and future global climate and chemistry simu-
lations were described by Racherla and Adams [2006].

[10] Emissions, both anthropogenic and biogenic, were
held at present-day levels in the regional CTM (PMCAMX)
so that the meteorological effects of climate alone could be
analyzed, though biogenic emissions varied with climate at
the global scale. The effects of anthropogenic emissions
changes will be examined in future work. The effects of
biogenic emissions changes over the United States are
discussed in section 3.4 later in this paper. For ozone,
changes in July—average daily peak and MDAS concen-
trations were examined as was the number of grid cells
exceeding the air quality standard of an 8-h average con-
centration over 0.08 ppm (84 ppb). Present and future
climate concentrations of total PM, s as well as PM, s
sulfate, nitrate, ammonium, and organics were compared.
Ozone concentrations were considered only in July, while
PM, 5 concentrations were investigated for both January
and July.

[11] Chemical boundary conditions were based on the
species concentrations predicted by GISS II’ around the
outside of the eastern U.S. domain, updated every 4 h, so
that transport changes due to changes in meteorology could
also be taken into account. The simulations of future
(2050s) climate used the same chemical boundary condi-
tions (representing long-distance transport) around the east-
ern United States as did the simulations of present-day
climate. This allows the isolation of regional climate effects
from global-scale transport effects, but it may lead to
inconsistencies between the chemical boundary conditions
and the hourly meteorology. Because of the unreasonably
large amounts of dust and sea salt entering the eastern U.S.
modeling domain from the GISS II’-generated boundary
conditions [Dawson et al., 2008], only sulfate, nitrate,
ammonium, and organic (both primary and secondary)
PM are included in the results of this study.

[12] Five additional Julys with future climate were sim-
ulated in PMCAMXx, with U.S. emissions of isoprene and
biogenic olefins were increased by 25% to examine the
effect of changes in climate-sensitive biogenic volatile
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organic compounds (VOCs) on ozone and PM concentra-
tions. The 25% increase in biogenics is based on Racherla
and Adams [2006], in which increases between 20 and 30%
in biogenics were predicted for the same scenario.

3. Results and Discussion
3.1. Meteorology

[13] The predicted regional changes in several meteoro-
logical variables between the present and future are shown
in Table 1 for the regions defined in Figure 1. In January,
precipitation changes appear to be the dominant meteoro-
logical change in most of the domain. Large increases in
precipitation would presumably lead to increased removal
and reduced concentrations of PM, 5. In July, there is no
clearly dominant effect, though both mixing height and
wind speed decreased over most of the domain. The
changes in July mixing height and wind speed around the
eastern United States are shown in Figure 1. Most of the July

L5, .. T .
Plains Y1 | Midwest Northeast
- 7 ’- -
- -
- e
Texas/ Southeast
Oklahoma

HES | e

-500 -400 -300 -200 -100 0

-4.26 1.21

Figure 1. Changes (future — present) in average (top)
mixing height (m) and (bottom) wind speed (m s ') in July.
The locations of five subregions used for analysis are also
shown. (Statistical significance information is noted in
Table 1.)
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January
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Figure 2. Changes in average (top) January and (bottom)
July PM, 5 concentrations (g m ) between future climate
and present climate ensembles.

meteorological changes in Table 1, especially decreased
wind speed and mixing height and increased temperature,
would result in increased PM, 5 concentrations according to
the results from Dawson et al. [2007b]. In the work by
Dawson et al. [2007a], decreases in mixing height and wind
speed and increases in temperature generally led to in-
creased domain average ozone concentrations, while in-
creased absolute humidity led to smaller and more complex
effects. Because there is not a statistically significant
difference in most of the quantities in Table 1, it cannot
be definitively established that the differences between the
present and future simulations are not simply due to
interannual variability.

[14] These changes are largely consistent with those
predicted in other work. The results for ventilation are
similar to those of Leung and Gustafson [2005], who
predicted decreased summertime mixing heights and wind
speeds over much of the South and Midwest for the 2050s
and the IPCC A1B scenario using dynamic downscaling.
Mickley et al. [2004], however, calculated increases in
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mixing heights of 100-240 m over the Northeast and
Midwest between the present-day and the 2050s, though
this study used only a GCM with relatively coarse vertical
resolution. Mickley et al. [2004] did find an increase in
stagnation over the eastern United States and, therefore,
decreased wind speeds. Murazaki and Hess [2006] noted
“more sluggish circulation” under a future (2090s, IPCC
Al scenario) climate, indicating decreased wind speeds,
though no significant changes in mixing heights were
reported.

[15] The changes in temperature resulting from down-
scaling (Table 1) are generally somewhat smaller than those
predicted by the GCM itself, in which average eastern U.S.
summer surface level temperature increased by 1.6 K and
annual average temperature increased by 1.7 K [Racherla
and Adams, 2006]. Leung and Gustafson [2005] predicted
similarly small warming compared to Table 1 between the
present and the 2050s over the Midwest, Southeast, and
Northeast during the summer and average warming between
0 and 3 K in the winter for the A1B scenario. The
summertime increases in temperature predicted by
Murazaki and Hess [2006] for the Al scenario for the
2090s ranged from approximately 1.5 to 3.5 K, resulting in
a larger average increase than that predicted by GRE-CAPS.
The downscaled 2050s summer temperature increase pre-
dicted by Hogrefe et al. [2004b] was 2.7 K, compared to a
smaller increase of 1.9 K predicted by the GCM. In their
predictions of 2080s climate using an ensemble of GCMs,
Giorgi and Mearns [2002] calculated a wide range of
predicted changes in temperature (increases between 2 and
7 K) and precipitation (—25% to +30%) for the A2 scenario.
Over eastern North America, GCMs predicted small pre-
cipitation changes in both seasons. In their intermodel
comparison of predicted changes in temperature and pre-
cipitation, /PCC [2007] noted that GCMs generally predict
greater-than-global-average warming in both winter and
summer in eastern North America for the A2 and B2
scenarios. Additionally, the /PCC [2001] analysis conclud-
ed that GCMs generally predict increased precipitation over
much of eastern North America in the winter, though there
was no intermodel consensus for summer precipitation
changes.

[16] There were several significant changes in the GRE-
CAPS-predicted interannual variability of the area-weighted
averages of the meteorological variables in Table 1. In
January, the interannual variability of average surface level
temperature and absolute humidity decreased significantly
(F test with p < 0.05) under the future climate. There were
marginally significant decreases (0.10 < p < 0.05) in the
interannual variability of average temperature and mixing
height. While the interannual variability of the other mete-
orological variables in Table 1 tended to increase for July,
none of the land cell average increases was statistically
significant.

3.2. PM,s

3.2.1. January

[17] The changes in average January PM, s concentra-
tions are shown in Figure 2. Concentrations decreased over
most of the domain and increased slightly in the Northeast,
resulting in a net decrease of 0.3 ug m > (—5%). The
changes in average concentrations of the various PM
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Table 2. Changes (Future — Present) in Land Cell Average PM, 5
Species Concentrations in January and July®

Species January July
Total PM, 5 —0.33 (—5%) +2.48 (42%)
Sulfate —-0.17 (—8%) +1.37 (54%)
Nitrate —-0.01 (—0%) +0.03 (16%)
Ammonium —0.04 (—4%) +0.50 (55%)
SOA —0.04 (—10%) +0.54 (38%)
POA —0.08 (—6%) +0.03 (4%)

“Changes in bold were statistically significant with 7 test p values <0.05.
Others were not statistically significant. Concentrations are in yg m >,

species are shown in Table 2. All species had similar
changes, decreasing by less than 10%. Moreover, all species
showed the same general response pattern shown by total
PM, 5 in Figure 2, indicating that the major meteorological
effect on January PM, 5 concentrations is a physical, rather
than a chemical, one. Given the large increase in January
precipitation in Table 1, changes in wet deposition due to
changes in precipitation appear to be the dominant effect.
The statistical significance of the changes in January PM, s
is shown in Figure 3. The main statistically significant
changes were decreases in the Ohio Valley region. In
nonsignificant areas, changes may simply be due to inter-
annual variability.

[18] The effect of meteorological changes on U.S. 24-
h PM, 5 air quality standard exceedances was rather small in
January. Under both present and future climates, the number
of land grid cells exceeding the air quality standard (35 ug
m ) was small, though there was a small increase due to
changes in climate. Under present-day conditions 11 land
grid cells exceeded the air quality standard in an average
January, while under future conditions the average was 67
land grid cells (compared to over 5000 land grid cells in the
modeling domain). The maximum number of cells exceed-
ing the standard in any present-day January was 32, while
the maximum for future climate Januaries was 83. The
increases in January PM air quality standard exceedances
primarily occurred in the Northeast, where average PM, s
concentrations increased because of meteorological changes
(Table 3). These exceedance figures are quite small, how-
ever, compared to those of July (section 3.2.2).

[19] The regional responses of the various PM species are
shown in Table 3. In January in a given region, nearly all
species responses had the same sign. All species increased
in the Northeast despite an increase in precipitation, indi-
cating that other effects, such as humidity and wind speed,
were important. PM concentrations decreased over most of
the rest of the domain, while the increase in nitrate concen-
trations over the Northeast is possibly caused by increased
absolute humidity (Table 1), which leads to increased
partitioning of nitrate into the condensed phase [Seinfeld
and Pandis, 2006]. Considering the lack of statistical
significance of most changes in meteorology and in PM
concentrations, though, it cannot be ruled out that these
changes are simply a consequence of interannual variability.

[20] The regional average January PM, s concentration
and the interannual range of monthly average concentra-
tions are shown in Figure 4. The range of monthly average
concentrations decreased under future climate conditions in
nearly all regions, possibly because of the decreased inter-
annual variability of January climate variables (section 3.1).
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This smaller range of monthly average concentrations
means that the interannual variability of January PM, s
concentrations decreased over much of the domain under
future climate conditions.

[21] The effect of future climate changes on January
PM, 5 was dominated by the effects of changing precipita-
tion. In a given location, all major species responded in the
same direction, resulting in decreases in PM, s over most
of the domain and increases over the Northeast, where the
average temperature increased and average wind speed
decreased considerably. These results are largely depen-
dent on the model-predicted 48% increase in January
precipitation.

3.2.2. July

[22] The changes in average July PM, s concentrations
are shown in Figures 2 and 4. Increases in concentrations
occurred over most of the domain, causing a land cell
average change of +2.5 ug m >, or +42%. The changes
in average species concentrations are shown in Table 2. In

l
January

Significant No Significant
decrease signiﬁcant increase
change

Figure 3. Map of significant changes in average (top)
January and (bottom) July PM, 5 concentrations. Areas with
a “significant” change have ¢ test p values <0.05. “No
significant change” areas have p wvalues >0.10. In
intermediate areas, 0.10 < p < 0.05.
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Table 3. Regional Changes (Future — Present) in Average PM, s
Concentrations in the Five Regions®

Total

Month  Region PM,s Sulfate Nitrate Ammonium SOA POA
January plains -0.38 -0.06 -0.16 -0.07 -0.03 —0.06
January midwest -0.16 -0.04 +0.04 +0.02 -0.03 -0.15
January northeast +0.35 +0.02 +0.18 +0.08 +0.04 +0.02
January TX/OK  -0.61 -0.41 +0.05 -0.13 -0.07 -0.06
January southeast —0.74 —-0.37 —0.09 —-0.09 -0.09 —-0.10
July plains +0.72  +0.43  +0.02 +0.19 +0.11 —0.04
July midwest +2.94 +1.58 +0.15 +0.59 +0.49 +0.12
July northeast +1.03 +0.35 —0.06 +0.15 +0.38  +0.21
July TX/OK +3.34 +1.60 +0.01 +0.63 +1.10 0.00

July southeast +4.04 +2.67 —0.03 +0.86 +0.65 —0.11

“Changes in italics were marginally statistically significant, with ¢ test p
values between 0.10 and 0.05, and changes in bold were statistically

significant with ¢ test p values <0.05. Others were not statistically

significant. Concentrations are in pg m >,

July, the various PM species generally responded differ-
ently to meteorological changes, indicating complex
chemical effects, unlike the simple effect of precipitation
changes in January. The increases in average July PM, s
were statistically significant over much of the domain
(Figure 3). Significant increases were generally located in
the Southeast and Midwest. The interannual range of
monthly average concentrations increased in four of the
five regions of the domain and decreased in the Northeast
(Figure 4). There were no significant changes in the
interannual variability of the meteorological variables in
Table 1 (section 3.1), however.

[23] Changes in sulfate concentrations were the largest of
any species, in both absolute and relative terms (Table 2).
Land cell average PM, s sulfate increased by 1.4 ug m >, or
54%, under future climate conditions. The changes in
sulfate concentrations are shown in Figure 5. Sulfate in-
creased over nearly the entire domain, with some small
decreases in parts of the Northeast. Most of the large
increases in sulfate in Figure 5 were statistically significant.
In the Northeast in Table 3, average sulfate concentrations
increased while average nitrate concentrations decreased,
likely indicating the effects of increased temperature on
thermodynamic interactions between sulfate and nitrate
(changing the temperature-dependent oxidation chemistry
of SO,, the amount of ammonia available, and the parti-
tioning of semivolatile ammonium nitrate) [Dawson et al.,
2007b], and possibly changes in mixing height (Figure 1).
Average concentrations of ammonium, sulfate, and SOA
increased considerably under the changed climate (Table 2),
though concentrations of nitrate and POA changed little.
The increase in SOA concentrations indicates that chemical
production effects are outweighing volatility effects. Since
ammonium sulfate and SOA formation are dependent on
temperature-dependent oxidation chemistry, this again
shows the importance of temperature changes. Decreases
in mixing height and wind speed and decreases in removal
via wet deposition due to reduced precipitation (Table 1)
increase concentrations of all PM species. Additionally,
increases in humidity lead to increased partitioning of
nitrate into the condensed phase [Seinfeld and Pandis,
2006]. Thus, it appears that changes in several meteoro-
logical parameters, especially mixing, precipitation, and
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temperature, have appreciable effects on July PM, s con-
centrations. Interestingly, even though most of the changes
in meteorological variables were not significant (Table 1),
they led to changes in PM that were significant, indicating
that subtle changes in climate may conceivably have im-
portant impacts on PM concentrations.

[24] In contrast to the increases in PM predicted over
most of the domain in this study, Tagaris et al. [2007]
predict decreases in all PM species in July, due largely to
increased precipitation, resulting in a 10% decrease in total
summer PM, 5 over the United States. Racherla and Adams
[2006], however, found increases of about 1 pg m™> in
sulfate over the eastern United States in June and July, due
primarily to decreased precipitation. The differences among
these studies highlight the uncertainty of model predictions
of some of the major drivers of PM concentrations, such as
precipitation, wind speed, and mixing height.

[25] Changes in climate had a large effect on July exceed-
ances of the 24-h PM, 5 standard. Under present-day climate
conditions, an average of 89 land grid cells exceeded a 24-
h-average concentration of 35 ug m > during an average
July, compared to an average of 570 cells under future
climate conditions. The present-day July with the highest
number of land grid cells over the standard had 203 cells
that exceeded the standard, while the maximum in a future

-
(3]
1

M Present
@2050s

-
o

(1111

NI

Midwest Northeast TX/OK

Plains

(3]

January PM, 5 concentration (ug m™)

- -
o
T

July PM, 5 concentration (ug m*)
1]

Southeast

Figure 4. Average present and future climate (top)
January and (bottom) July PM, s concentrations in five
regions of the modeling domain. Error bars show the full
range of monthly average concentrations.
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Figure 5. Changes (future — present) in average July
PM, s sulfate concentrations (pg m™>).

July was 865. The number of Julys in which each grid cell
exceeded the 24-h standard under present and future con-
ditions is shown in Figure 6. The major increases were in
the Midwest and Ohio Valley, where sulfate tends to be an
especially important contributor to total PM, 5. There were
also appreciable increases in exceedances over the South-
east. The increases in temperature and decreases in wind
speed and mixing height (Table 1) indicate that these
increases in exceedances are likely due to decreased mixing
and dilution and increased temperature under the future
climate. Mickley et al. [2004] predicted an increase in
stagnation in GCM simulations of the 2050s, resulting in
an increase in pollution episodes.

[26] The changes in July PM, 5 concentrations resulting
from a changed climate were due to a mix of meteoro-
logical factors. Ventilation and temperature played impor-
tant roles, and changes in precipitation and humidity
appear to have also had effects. Average PM, s concen-
trations increased over most of the domain as did exceed-
ances of the 24-h air quality standard. PM, 5 changes of
this magnitude resulting from changes in climate could
potentially have profound effects on public health and
attainment of air quality standards.

3.3. Ozone

[27] The changes in average July MDAS8 ozone concen-
trations are shown in Figure 7. The main effects of climate
change were large ozone increases in the Southeast and
smaller increases in the Midwest (Table 4). There were also
small decreases over parts of the domain, especially the
Northeast. The changes in MDAS8 ozone were not statisti-
cally significant over most of the domain because of the
large interannual variability in both present-day and future
model predictions. These changes in ozone are due to a
combination of the effects of the meteorological changes in
Table 1. The large changes in mixing height and wind speed
over the southern half of the domain are likely the main
reasons for the increased ozone concentrations. In the
southern areas in which ozone increased the most, average
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mixing heights decreased by 300—600 m, and wind speed
decreased by 1-2 m s~'. From Dawson et al. [2007a],
changes in temperature and absolute humidity would also be
expected to have effects on land cell average ozone con-
centrations, and these effects would be in opposition to one
another. The effect of climate on land cell average MDAS
ozone was rather small: +1.7 ppb, though certain areas, such
as Atlanta and Birmingham (Figure 7), had rather large
effects (up to +15 ppb). The decreased ozone over much of
the Northeast corresponds to a strip in which average
mixing heights increased by up to 100 m.

[28] The regional changes in ozone and the interannual
range of monthly average ozone are shown in Figure 8. The
ozone increases over the Southeast and Midwest and the
decreases over the Northeast were generally not statistically
significant. These variabilities outweighed even the large
changes in mean concentrations, causing the changes in
means to be statistically insignificant. Murazaki and Hess
[2006], in one of the only studies to examine statistical
significance of ozone changes, did report significant

F T = 7
Present

| &%

Future

0 1 2 3 4

5+

Figure 6. Map of number of Julys in which a land grid
cell exceeds the PM, 5 air quality standard of a 24-h-average
concentration of 35 pg m . (top) Six present climate and
(bottom) five future climate Julys were simulated.
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Figure 7. Changes (future — present) in July average
MDAS8 O3 (ppb).

increases of ozone over much of the eastern United States;
that study, however, represented both the present and future
with 9-year ensembles and used the 2090s for the future
time period, compared to 5- (or 6-) year ensembles and the
2050s, respectively, in the present study. Given the lack of
information on statistical significance of ozone changes in
other coupled modeling systems, it is currently impossible
to determine whether this absence of statistical significance
is unique to this study or if it is widespread.

[29] The increases in MDAS ozone concentrations in the
Midwest and near Atlanta were rather similar to those
predicted by Hogrefe et al. [2004b], who predicted
increases of 3—5 ppb over much of the Midwest due to
climate and increases near 10 ppb in the Atlanta area. The
effects predicted by GRE-CAPS over the rest of the
Southeast, however, are much larger than those predicted
by Hogrefe et al. [2004b]. Racherla and Adams [2006]
predicted increases in annual average ozone concentrations
of several ppb over much of the eastern United States,
especially the Southeast. The changes in ozone predicted by
Tagaris et al. [2007] were of similar magnitude, but
included decreases in the Plains and Midwest and increases
in the Northeast and Southeast, with a very small increase in
the Southeast, which differs considerably from the large
increases in ozone predicted in the Southeast in this study.
Wu et al. [2008] predicted the largest increases in ozone

Table 4. Regional Changes (Future — Present) in Average MDA
Ozone Concentrations due to Meteorological Changes in the Five
Regions®

A MDAS O3 A MDAS O3
Region (Climate) (ppb) (Biogenics) (ppb)
Plains 0.5 0.3
Midwest 2.2 0.5
Northeast -1.1 0.5
TX/OK 1.9 0.7
Southeast 4.5 1.5
Domain wide (land) 1.7 0.7

“No regional average change was statistically significant.
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over the Midwest and mid-Atlantic areas, with very minor
changes over the Southeast. Most models seem to predict an
increase in ozone of several ppb, therefore, over much of the
castern United States, though they disagree over the spatial
pattern of ozone changes.

[30] In spite of the 1.7 ppb increase in land cell average
MDAS8 ozone concentrations, the average number of land
grid cells exceeding the air quality standard decreased from
746 under present-day conditions to 618 under future
climate conditions, a 17% decrease. The largest increases
in MDAS ozone occurred in areas that were usually over the
standard under both present and future climate conditions
(such as Atlanta). Therefore, these increases in ozone
concentrations had little effect on the number of grid cells
exceeding the air quality standard. Murazaki and Hess
[2006] also calculated increases in ozone exceedances; in
their study, the number of days per year with ozone greater
than 80 ppb increased by up to 12 in areas of the eastern
United States. Nolte et al. [2008] calculated increases in
95th percentile ozone concentrations over much of the
eastern United States for the 2050s and the A1B scenario.
Though these studies differ in scenarios and metrics from
the present study, they all suggest an increase in severity or
number of ozone episodes. The major decreases in exceed-
ances of the air quality standard occurred over the North-
cast, where average ozone concentrations decreased in the
future climate simulations. This is likely due to the rela-
tively high NO, concentrations around the Northeast and to
increasing mixing heights (Figure 1). The NO, from PAN
decomposition resulting from increased temperature would
decrease ozone concentrations in the high-NO, Northeast,
unlike most of the rest of the domain.

[31] The length of ozone episodes, however, largely
increased under the future climate. The change in the
amount of time with high ozone concentrations is shown
in Figure 9. Large increases in the amount of time with high
ozone concentrations occurred over much of the South,
especially Louisiana and Texas. Similar lengthening of
episodes was also predicted by Mickley et al. [2004] and
Murazaki and Hess [2006]. Decreases in the amount of time

=]
o
d
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m2050s

unl

Midwest Northeast TX/OK

[=2]
(=]

Average July MDA8 O; concentration (ppb)
N -y
o o

o

Plains Southeast

Figure 8. Average present and future climate July MDAS
ozone concentrations in five regions of the modeling
domain. Error bars show the full range of monthly average
concentrations.
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Figure 9. Difference in average number of July hours with
ozone concentrations greater than (top) 70 ppb and (bottom)
84 ppb between future and present-day climates.

with high ozone concentrations occurred over much of the
Northeast. The changes in the amount of time with ozone
concentrations greater than 70 ppb were marginally signif-
icant in 60 grid cells, including 24 increases and
36 decreases, while the changes in amount of time over
84 ppb were significant in just 8 grid cells, split evenly
between decreases and increases.

[32] The distributions of MDAS8 ozone concentrations
were rather similar between present and future climates.
The probability density functions of MDAS ozone concen-
trations for all present and future Julys are shown in
Figure 10. The curves for the present years and future years
lie very close to one another, indicating small changes in the
distribution of ozone concentrations. Increased ozone con-
centrations due to climate effects, often referred to as the
“climate penalty” [Wu et al., 2008] could make the attain-
ment of air quality standards more difficult in the Southeast
or Midwest, especially if standards are lowered from their
present value of 84 ppb to the proposed value of 75 ppb.
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3.4. Effect of a 25% Increase in Biogenic Emissions

[33] Five separate simulations were run in which biogenic
VOC emissions were increased by 25% under future climate
July conditions. The effect of a 25% increase in biogenic
emissions, roughly the amount predicted for the A2 scenario
in the United States by Racherla and Adams [2006], on
PM, 5 concentrations during July was rather small. The land
cell average increase in PM, s concentration due to in-
creased biogenic emissions was 0.12 ug m—>. The changes
in PM, s concentrations due to increased biogenics are
shown in Figure 11. These changes are primarily due to
changes in biogenic SOA. Simulation average changes were
less than 1 pg m—> throughout the domain.

[34a] A 25% increase in biogenic ozone precursors did
generally increase ozone concentrations. The effect of this
increase on ozone concentrations, with respect to the
simulations in which the future climate was simulated with
present-day biogenics, is shown in Figure 11. The largest
effects were in the urban areas, because of their relatively
high NO, concentrations. The average change in MDAS
ozone due to the increase in biogenics was +0.7 ppb, though
the increases were larger (up to 8 ppb) in southeastern cities,
such as Atlanta, Houston, and Dallas. The change was
positive in all five regions in Table 4. Even with both
climate change and the 25% increase in biogenic emissions
included in the future scenario, the changes in ozone
concentration compared to the present-day were still gen-
erally not statistically significant.

[35] The effect of increased biogenics under a 2050s
climate was similar to that predicted by Hogrefe et al.
[2004b], who calculated increases of 2—6 ppb in MDAS
ozone over the Midwest. The effect over the Southeast was
again larger in GRE-CAPS than in the modeling system of
Hogrefe et al. [2004b]. The total net effect of climate and
biogenics on MDAS ozone compared to the present-day
was an increase of 2.4 ppb, with an increase of over 20 ppb
in some areas of the Southeast, especially urban areas such
as Atlanta. The largest combined effects of climate and
biogenics were over the Southeast across to Texas; there
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Future climate
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Figure 10. Probability density functions of MDAS ozone
concentrations for all modeled present and future Julys.
Present and future averages are represented by bold lines.
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Figure 11. Changes in average (top) MDAS ozone (ppb)
and (bottom) PM, 5 (g m ™) concentrations due to a 25%
increase in biogenic emissions under future July climate
conditions.

were also increases of several ppb in the Midwest, and
slight decreases in the Northeast.

3.5. Effects of Individual Meteorological Parameters

[36] The changes in ozone and PM, s concentrations
predicted by GRE-CAPS were compared to those predicted
by the meteorological sensitivities to perturbations in indi-
vidual meteorological parameters from Dawson et al.
[2007a, 2007b]. The summed PM sensitivities predicted
the correct sign of the concentration change in both months.
January PM, 5 concentration changes were underestimated
by 87% using the summed individual sensitivities, while
July PM, 5 changes were underestimated by 45%. However,
the rather large errors indicate that summed individual
sensitivities are not sufficiently rigorous to accurately pre-
dict the changes predicted by the full coupled modeling
system. The changes in July MDAS ozone concentrations
using the linear meteorological sensitivities from Dawson et
al. [2007a] and the land average meteorological changes

DAWSON ET AL.: CLIMATE CHANGE AND REGIONAL AIR QUALITY

D05308

equaled 0.0 ppb, compared to a GRE-CAPS-predicted value
of 1.7 ppb. It appears that using domain average sensitivities
and changes in meteorological is not sufficient for predict-
ing changes in PM and ozone, especially considering that
meteorological variables generally responded far from uni-
formly throughout the domain.

4. Conclusions

[37] The GRE-CAPS modeling system generally pre-
dicted a worsening of July air quality and improvement of
January air quality between the present-day climate and the
2050s climate. Land cell average concentrations of PM, 5
decreased by 0.3 pug m > in January and increased by
2.5 pg m - in July. January concentrations were most
affected by changes in precipitation which increased under
future climate conditions. Average July concentrations were
affected largely by increases in sulfate. Decreases in mixing
height and wind speed and increases in temperature led to
the largest impacts on July PM, s concentrations. The
model-predicted increases in winter precipitation are pre-
dicted by most GCMs, indicating that there is some degree
of robustness in at least the sign of the January responses to
climate change. Average concentrations of PM, s in the
Philadelphia-Boston corridor of the Northeast had the
opposite response from most of the rest of the domain in
both January and July. While changes in January PM
episodes were minor, July PM episodes increased dramat-
ically under the future climate.

[38] Average MDAS ozone concentrations increased dur-
ing the summer over most of the eastern United States and
especially in the Southeast, with a land cell average increase
of 1.7 ppb. Separately, a 25% increase of biogenic VOC
emissions led to an additional average increase of 0.7 ppb of
ozone under future climate conditions, with the largest
effect in urban areas in the South. Ozone episodes, as
measured by exceedances of the 8-h-average air quality
standard, became more prevalent as a result of climate
change over much of the Southeast, though the total area
over the ozone standard changed little between present and
future climates. Most of the changes in monthly average
MDAS ozone concentrations were not statistically signifi-
cant because of small ensemble size and large interannual
variability, and neither were most of the changes in January
PM, 5 concentrations. Most of the increases in July PM, s
were significant, however. Additionally, representing the
responses of ozone and PM to summed changes in individ-
ual meteorological parameters did not adequately capture
the effects on changes in ozone and PM concentrations.

[39] Climate-related changes in ozone and particulate
matter concentrations could have large effects on both
public health and attainment of air quality standards in the
future. “Climate penalties” of several ppb of ozone or
several ug m > of PM, s could have effects on par with
those of future emissions changes. Additionally, changes in
interannual variability of ozone and PM concentrations
could affect the setting and attainment of air quality stand-
ards. These climate-related changes in air quality will likely
need to be taken into account in air quality planning,
especially if air quality standards continue to be tightened.
However, as climate models and chemical transport models
are improved in the coming years, it can be expected that
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estimates of the climate impacts on ozone and PM concen-
trations will be revised and, likely, improved.
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mental Protection Agency STAR grant RD-83096101-0 and a National
Science Foundation graduate research fellowship.
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